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Summary

e Data-to-text generation focuses on generating fluent natural language
responses from structured meaning representations (MRs). Such
representations are compositional and it is expensive to collect responses
for all possible combinations of atomic meaning schemata, thereby
necessitating few-shot generalization to novel MRs.

e In this work, we systematically study the problem of compositional
generalization of the state-of-the-art TS5 models in few-shot data-to-text
tasks. We propose a simple template engine along with a generic BLEURT
based self-training approach for improving the model's generalization
capabillities.

e On the commonly used Weather and SGD benchmarks, our approach
improves tree accuracy by 46%+ and reduces the slot error rate by 73%+
over the strong T5 baselines in few-shot settings.

Semantic Representation

Query: Is it jacket weather?

e [ree-structured MR DG_NO DN
. _ ][DG_,NFORM [DS_JUSTIFY
o Discourse relations - [CONDITION light rain ] [DG_RECOMMEND leave the
[HUMIDITY extremely humid ] ] bg\;E'SReE-NOT jacket ] at home
[DATE_TIME today | ] o
DS—JUSTI FY’ [LOCATION Palo Alto | ] [D?6C|)r\rilFDcl)$th/;r1} ',SJST il
] S
: [DATE_TIME today | ]
O I)lalog acts - [D?ﬁéUEECFgMMEND [LOCATION in Palo Alto | ]
[ATTIRE_NOT jacket ] ] J-
DG_I N FO RM y [LOCATION Palo Alto | ] [DG_INFORM Itll be
] [DATE_TIME today | ] [HUMIDITY extremely humid ] with
CONDITION light rai
o Arguments - LOCATION DG NFORM Taske
[CONDITION_NOT cold ]
. . [LOCATION Palo Alto | | Response: No, leave the jacket at home because
o L|near|ze tree-StrUCtu red [DATE_TIME today | ] it isn’t cold today in Palo Alto. It'll be extremely
] humid with light rain.
input and target response ]
Naive Structured Input Structured Target Response

Query: Is it jacket weather?

[DG_NO No

e 15 model - pre-train and fine-tuning |

[DG_INFORM there will be

discrepancy [HOMIDITY extremely humid ]
[DATE_TIME at today | ]
e Template engine - recursively j B R
_ [DS_JUSTIFY
traverses the tree-structured MR in a E e E BT iedlismotinscommenda
[LOCATION in Palo Alto | ]
top-down manner to generate E today |]
structure-aware text representation 7
] ] . [LOCATION in Palo Alto | ]
(template guided input representation) [DATE_TIME at today |

]
]

Template Guided Structured Input
e Example templates

ID Template Name Template Body
1 DG_NO [DG_NO No |
2 DS_JUSTIFY [DS_JUSTIFY DG_RECOMMEND, because DG_INFORM |
3 DG_INFORM IsSet($condition) ? DG_INFORM_CONDITION
: DG_INFORM_CONDITION_NOT
4 DG_INFORM_CONDITION [DG_INFORM there will be [CONDITION $condition |

Optional([HUMIDITY $humidity ]) DATETIME_AND_LOCATION |
9 DG_INFORM_CONDITION_NOT [DG_INFORM there won’t be [CONDITION $condition |
DATETIME_AND_LOCATION |
DATETIME_AND_ LOCATION Optional(at [DATE_TIME $date_time |) Optional(in [LOCATION $location |)
DG _RECOMMEND [DG_Recommend [ATTIRE_NOT $attire ] is not recommended
DATETIME_AND_ LOCATION |
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Case Study

(Q1) Do current state-of-the-art generation models compositionally

generalize?

.\

e Current state-of-the-art generation
models (T5-small), see a significant
drop in performance on unseen
tree-structures

e Naive: 47%-80%, across different

few-shot train splits .
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(Q2) What is an effective semantic representation for tackling compositional

generalization?

e J[emplate guided: 41%-65%, across different few-shot train splits

(Q3) Does scaling model size (and training data) trivially solve the problem?
e Increasing model size does not close Model Size Val. Seen | Val. Unseen
the generalization gap T5-small (77M) 99.54 64.02
o T5-small performs similarly or better T5-base (120M) 99.63 55.80
than its larger counterparts T5-large (800M) 99.36 58.45
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Self-Training using BLEURT
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Step 4

e Solution: we repurpose BLEURT as a

e T S S S T S S SR Iterative ; quality estimator to filter “noisy”

pseudo-responses during self-training

Soruce (text-to-text input): there will be light freezing fog with a temperature high of 74 low of 61 at next friday

Positive candidate (target response): next friday will have a high of 74 , a low of 61 , and a light freezing fog

Negative candidates:

[retrieving similar examples] next friday will be cloudy with a high of 74 , a low of 61 , and thunderstorms and rain

[pairing with reference] there will be light freezing fog with a temperature high of 74 low of 61 at next friday

[swapping words] next friday wit of have a high ef will 74 , a low of 61 , and a light freezing fog

[repeating phrases] next friday will have a high of 74 , a low of 61 of 61 , and a light freezing fog

[dropping phrases] next friday will have a high of 74 , e4ew-e+64— and a light freezing fog

[flipping digits] next friday will have a high of 78 , a low of 61 , and a light freezing fog

Experiments

e Data

o FewShotWeather: 1shot-250, 1shot-500, 1shot-750, 1shot-1000
o FewShotSGD: 5-shot, 10-shot, 20-shot, 40-shot

e Metrics - Tree Accuracy, B
e Model - Seq2Seq: T5.1.1.1

e [nference - Beam

e Compositional genera
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e Few-shot generalization (FewShotSGD - Flat structures)
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e Performance w.r.t self-training iterations & quality of BLEURT model
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Model S.elff— N.o.. of FewShotWeather e Model performance
training training Seen structures Unseen structures _
iteration | examples | BLEU 1+ Tree Acc. T | BLEU 1 Tree Acc. 1 improves across the
Baseline 250 | 69.16  73.68 | 50.40  29.83 self-training iterations (2-3
iz 1 + 14,742 69.25 13.77 51.87 31.37 lterations might be sufficient)
BLEURT.250 1 +14,742 | 69.64 83.85 52.10 41.03 the quality of the BLEURT
2 +4,170 69.59 84.12 52.34 43.68 model (BLEURT—X denotes
1 + 14,021 70.95 84.83 02.13 45.47 BLEURT model fine-tuned
e r4,772 | 7047 85.64 53.08 47.44

using 1-shot-X train split)

e (Qualitative analysis (human evaluation study)

Fields BLEURT Gram Nat Info Acc Input or output response

User query - - - - On the 12th of this month would be great.

Template - - - - Would you like to fly with American Airlines? The onward flight
takes off at 4 am. It has a layover. The returning flight takes off
at 12:45 pm. The ticket costs $552

Reference - - - - How about a connecting American Airlines flight taking off at 4
am and costing $552? The return time is at 12:45 pm.

Predictions

Baseline -0.004 2250 2147 1083 0.0 Okay. I've found an American Airlines flight departing at 4 am
and returning at 12:45 pm. I inform you that the flight has a return
flight at 12:45 pm. The ticket is $1052.

Self- 0.996 3.00 283 067 1.0 TI’ve found an American Airlines flight departing at 4 am and

training returning at 12:45 pm. This will cost you $552.

Full 0.998 2.00 2.00 0.50 1.0  There is an American Airlines flight that leaves at 4 am and has a
layover and a return flight at 12:45 pm for $552.
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Code and data: qgithub.com/gooqgle-research/qgooagle-research/tree/master/compgen d2t
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