
● dcsd

 (Q1) Do current state-of-the-art generation models compositionally      

            generalize?

 (Q2) What is an effective semantic representation for tackling compositional

            generalization?

 (Q3) Does scaling model size (and training data) trivially solve the problem?
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● Data-to-text generation focuses on generating fluent natural language 
responses from structured meaning representations (MRs). Such 
representations are compositional and it is expensive to collect responses 
for all possible combinations of atomic meaning schemata, thereby 
necessitating few-shot generalization to novel MRs.

● In this work, we systematically study the problem of compositional 
generalization of the state-of-the-art T5 models in few-shot data-to-text 
tasks. We propose a simple template engine along with a generic BLEURT 
based self-training approach for improving the model’s generalization 
capabilities. 

● On the commonly used Weather and SGD benchmarks, our approach 
improves tree accuracy by 46%+ and reduces the slot error rate by 73%+ 
over the strong T5 baselines in few-shot settings. 

Semantic Representation
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Self-Training using BLEURT

Experiments
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● Data

○ FewShotWeather: 1shot-250, 1shot-500, 1shot-750, 1shot-1000

○ FewShotSGD: 5-shot, 10-shot, 20-shot, 40-shot

● Metrics - Tree Accuracy, BLEU (   is better), Slot Error Rate (   is better)

● Model - Seq2Seq: T5.1.1.1 small, BLEURT-20-D12

● Inference - Beam width 4

● Compositional generalization (FewShotWeather - Tree structures)

● Few-shot generalization (FewShotSGD - Flat structures)

● Performance w.r.t self-training iterations & quality of BLEURT model 

● Qualitative analysis (human evaluation study)

● Model performance 
improves across the 
self-training iterations (2-3 
iterations might be sufficient)

● Self-training is sensitive to 
the quality of the BLEURT 
model (BLEURT-X denotes 
BLEURT model fine-tuned 
using 1-shot-X train split)

● Self-training is susceptible to “noisy” 
pseudo-response

● Generation models are prone to 
hallucinate additional content not 
supported by the input

● Solution: we repurpose BLEURT as a 
quality estimator to filter “noisy” 
pseudo-responses during self-training

● Fine-tuning BLEURT

● Tree-structured MR 

○ Discourse relations - 
DS_JUSTIFY, 

○ Dialog acts - 
DG_INFORM, 

○ Arguments - LOCATION

● Linearize tree-structured 
input and target response

● Increasing model size does not close 
the generalization gap

● T5-small performs similarly or better 
than its larger counterparts

● Current state-of-the-art generation 
models (T5-small), see a significant 
drop in performance on unseen 
tree-structures

● Naive: 47%-80%, across different 
few-shot train splits

● Template guided: 41%-65%, across different few-shot train splits

Naive Structured Input

Template Guided Structured Input

Structured Target Response

● T5 model - pre-train and fine-tuning 
discrepancy 

● Template engine - recursively 
traverses the tree-structured MR in a 
top-down manner to generate 
structure-aware text representation 
(template guided input representation)

● Example templates

https://github.com/google-research/google-research/tree/master/compgen_d2t

